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Abstrakt Bioinformatics is a field of study dealing with
methods for storing, retrieving and analyzing gene and pro-
tein oriented biological data. High-throughput technologies
like DNA sequencing or microarrays allow researchers to
obtain large volumes of heterogeneous and mutually in-
teracting data. Analysis and understanding of these data
provides a natural application field for machine learning
algorithms. At the same time, bioinformatics is a scienti-
fic branch of such analytical complexity, data variety and
abundance that it motivates further development of specia-
lized learning algorithms such as co-clustering or multip-
le sequence alignment. This paper provides a brief over-
view of the topics and works discussed during my talk on
machine learning applications in bioinformatics. The talk
starts with a preview of fundamental bioinformatics ana-
lytical tasks solved by machine learning algorithms menti-
oning a few success stories. The second part summarizes
the recent bioinformatics research carried out in my ho-
me research group, the Intelligent Data Analysis group of
Czech Technical University.

1 Analytical bioinformatics tasks

A complete overview of analytical bioinformatics tasks
solvable and being solved by machine learning (ML)
algorithms is out of scope of this short summary. [1] is
a textbook that provides an introduction to the most
important problems in computational biology and a
unified treatment of the ML methods for solving these
problems. The book is self-contained, its large part fo-
cuses on the principles of fundamental ML algorithms.
A relevant concise review appeared in [2], its updated
recent modification was presented in [3]. The reviews
distinguish four principal classes of tasks. Firstly, a
large group of bioinformatics problems can be posed
as classification tasks. Genome annotation including
gene finding and searching for DNA binding sites with
proteins or gene function prediction and protein se-
condary structure prediction make examples. Second-
ly, clustering can be used to learn functional similarity
from gene expression data or it can form phylogenetic
trees. Thirdly, probabilistic graphical models can serve
for modelling of DNA sequences in genomics or infe-
rence of genetic networks in systems biology. Last but
not least, optimization algorithms have been proposed

to solve the multiple sequence alignment problem or
they appear in simplified models of protein folding.

1.1 Success stories and interactions

The bioinformatics tool with the largest impact is un-
doubtedly The Basic Alignment Search Tool (BLAST)
and its successors [4] for searching a large sequence
database against a query sequence. The NCBI server
that provides the service with heuristic methods for
sequence database searching handles more than half a
million queries a day, the paper [4] introducing the im-
proved PSI-BLAST has tens of thousands of citations.
Another success story is an early case study on pred-
ictive classification from gene expression data [5]. The
study proved feasibility of cancer classification based
solely on gene expression monitoring. Although other
latter studies showed that this positive result cannot
be by means taken for granted, since then molecular
classification is an option in disease diagnostics.

Bioinformatics directly motivates some cutting ed-
ge ML projects such as automated hypotheses genera-
tion and learning of optimal workflows. [6] reports the
development of Robot Scientist “Adam”, which auto-
nomously generated functional genomics hypotheses
about the yeast Saccharomyces cerevisiae and experi-
mentally tested these hypotheses by using laboratory
automation. One of its main objectives of the ongoing
European ML and data mining project e-LICO [7,8]
is to implement an intelligent data mining assistant
that takes in user specifications of the learning task
and the available data, plans a methodologically cor-
rect learning process, and suggests workflows that the
user can execute to achieve the prespecified objectives.
Bioinformatics is the major application area.

2 IDA bioinformatics research topics

One of our main research topics is learning from gene
expression data driven by background knowledge [9].
Mining patterns from gene expression data represents
an alternative way to clustering [10]. Clustering pro-
vides the most straightforward and traditional appro-
ach to obtain co-expressed genes. However, a typical



group of genes shares an activation pattern only un-
der specific experimental conditions. Local methods
such as pattern mining can identify exactly the sets
of genes displaying a specific expression characteris-
tic in a set of situations. The main bottleneck of this
type of analysis is twofold – computational costs and
an overwhelming number of candidate patterns which
can hardly be further exploited. A timely application
of background knowledge available in literature data-
bases, gene ontologies and other sources can help to
focus on the most plausible patterns only. Molecular
classification of biological samples based on their gene-
expression profiles is a natural learning task with im-
mediate practical uses. Nevertheless, molecular clas-
sifiers based solely on gene expression in most cases
cannot be considered useful decision-making tools or
decision-supporting tools. Similarly to the domain of
pattern mining, recent efforts in the field of molecu-
lar classification aim to employ background knowled-
ge. The idea is to extract features that correspond to
functionally related gene sets instead of the individual
genes, respectively the probesets whose expression is
available in the original expression data [11,12].

The previous paragraph employs the available struc-
tural genomic knowledge to improve the analysis of ge-
ne expression data. We also studied several methods
to create it from collections of free biomedical texts,
namely the research papers and their short summa-
ries [13]. [14] proposes a novel ball-histogram approach
to DNA-binding propensity prediction of proteins.

Last but not least, the IDA group cooperates with
several biological institutes and labs. To exemplify,
[15] shows an application of the set-level approach dis-
cussed above to the particular domain of respirable
ambient air particulate matter, the principal research
partner was the Department of Genetic Ecotoxicology
from Czech Academy of Sciences. [16] evaluates diffe-
rences in the intragraft transcriptome after successful
induction therapy using two rabbit antithymocyte glo-
bulins, the partner was the Department of Nephrology,
Transplant Center, Institute for Clinical and Experi-
mental Medicine.
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