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Abstract

The paper is focused on the analysis and de-
sign of multivariate time series prediction sys-
tems. It addresses mainly practical issues, the
main contribution is the developed and im-
plemented conceptual predictive methodol-
ogy. It is based on designed data management
structures that define basic data flow. Despite
the fact that the methodology is inspired by
problems common for utility companies that
distribute and control the transport of their
applicable commodity, it may be considered
as a general methodology. Currently, the pre-
dictive methodology combines several predic-
tion techniques, such as regression by means
of singular value decomposition, support vec-
tor machines and neural networks. Data man-
agement structures are open to other predic-
tive algorithms as well. The methodology is
implemented in the form of a software tool. It
is verified on a real-life prediction task—
prediction of the daily gas consumption of re-
gional gas utility companies.
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relevant information available such as outdoor tem-
perature, measurement time, season, and other$. Suc
a multidimensional time series dependency is uguall
referred to asnultivariate time series

In addition, due to the evolution of rapid processi
systems in recent decades the research has been fo-
cused on the development of intelligent systems tha
can design predictive (or generally data) models of
phenomena automatically. The problem of empirical
modeling is becoming very important in many diverse
engineering applications. The performance of a con-
structed model depends on the quantity as wellras o
the quality of the observations used during the ehod
construction process. However in most cases, data i
finite and sampled in a non-uniform way. Moreover,
due to the highly dimensional nature of many prob-
lems, the data is only sparsely distributed in itipgut
space. The learning problem is then considered as a
problem of finding a desired dependence using the
limited number of observations available. All themn
tioned reasons resulted in attention being giveth&o
use of machine learning techniques and statisticad
diction techniques for building predictive models.

The paper deals with the study and analysis of net-
worked resource distribution systems. These systems
are usually calleditility companies Transporteccom-

Observing past outcomes of a phenomenon of the inmodity might be for example water, electricity, gas,
terest in order to anticipate the future valueeferred
to as forecasting or predicting. If a complete ael-

sewage and many others. The paper mainly focuses on
the study and analysis of commodity consumptions

vant model describing the studied phenomenon |§V|th|n Uti”ty companies. The main motivation ofeth
known and if all relevant initial conditions areadv ~ study is to develop a methodology to predict the
able then forecasting becomes a trivial task. Hawevy amount/quantity or another parameter of the interes
when a model is unknown, incomplete or too complex(for example maximal load) of a transported commod-
a typical alternative way is to build a model thaktes ity in order to provide an operator of a utilityrapany
into account past values of this phenomenon. Irewth With relevant information and proper decision sugppo
words, the model is based wmatthe system does but In general, there are two main goals of time seaieey-
not based omow andwhy the system does it. The past Sis and prediction:

values of the phenomenon over the time form sceedall

a time series of a phenomenon. The prediction ef fu
ture values of a phenomenon doesn’t have to depend
on the past data exclusively. There might be atiti-a
tional and more relevant information available e t
present state of the environment. For example,ipred
tion of water consumption does not depend on past .
values of water consumption only, but also on other

» ldentifying the nature of the phenomenon repre-
sented by the sequence of observations in the past
and by the sequence of other system variables
(supporting attributes) in case of the multivariate
time series and

Forecasting — predicting future values of the phe-
nomenon.



Both of these goals require that the pattern of obiearning from examples. Multi-layered perception
served time series data is identified and moreess| (MLP) using the backpropagation algorithm that is
formally described. Once the pattern is establislied described later is the most popular approach. Bsxau
can be interpreted and integrated with other dB&. of their characteristics, neural networks belonghe
gardless of the depth of the understanding andvéhe data-driven approach, i.e. the analysis dependten
lidity of the created model of the phenomenon,sit i available data, with a little a priori rationalia
possible to extrapolate the identified pattern tedict about relationships between variables and about the
future values. As in most other analyses, in timges models. Some drawbacks to the practical use ofateur
analysis it is assumed that the data consists ®fsa  networks are the possibly long time consumed in the
tematic pattern (usually a set of identifiable camp modeling process and the large amount of data re-
nents) and random noise (error) that usually makes quired by the present neural networks technology.

pattern difficult to identify. Speed-up is being achieved due to the impressige pr
gress in increasing the clock rate of present psaes.
2 State of The Art in Time Series The demands on the number of observations remains

Prediction however a hard open problem. One cause of both-prob
lems is the lack of definite generic methodologgtth
Forecasting in time series is a common problem- Dif could be used to design a small structure. Moghef
ferent approaches have been investigated in timiesse present methodologies use networks, with a large
prediction over the years [Weigend and Gershenfeldnumber of parameters ("weights”). This means lepgth
1993]. The methods can be generally divided intocomputations to set their values and a requirerfaamt
global and local models. many observations. Unfortunately, in practice, a
In global model approach only one model is used tanodel’s parameters must be estimated quickly astl ju
characterize the phenomenon under examination. The small amount of data is available. Moreover, drt
local models are based on dividing the data seat intthe available data should be kept for the validagod
smaller sets, each being modeled with a simple modefor performance-evaluation procedures. Radial Basis
The global models give generally better resultshwit Function (RBF) that also belongs to a group of aéur
stationary time series. Stationary series are sdhiat networks is also a popular predictive approach. To
do not change with time. sum up, the main problem with neural network is the
The first approaches were devoted to linear modeldesign of the structure of the network and effestiv
for which the theory is known and many algorithras f ness of the learning phase.
model building are available. The most used linear Another popular approach is Cased Based Reason-
regression methods have been the autoregressive (Akg (CBR) [Klema, 2002]. The main idea of the case
and autoregressive moving average (ARMA) modelsdased reasoning is in finding similar cases inghst.
[Box et al, 1994]. An example of more complex re- A new approach called Support Vector Machines
gression method is the multivariate adaptive regjoes  (SVM) has become a subject of intensive study [Vap-
splines [Friedman, 1991]. Using a statistical appglg  nik, 1995]. There are also first approaches to empl
the integrated autoregressive moving average&upport Vector Machines for prediction tasks [Mulle
(ARIMA) methodology has been developed [Bex et al, 1997]. Quite a different approach is based on
al., 1994]. The methodology is useful for fitting as$  expert system building from the data [&bal, 1997].
of linear time series models. Statisticians in anhar  The system is operated by probabilistic decisidesu
of ways have addressed the restriction of lineairity that have been derived from data using Knowledge
the Box-Jenkins approach. Robust versions of variouDiscovery in Databases (KDD) approach.
ARIMA models have been developed. In addition, a
large number of nonlinear time series models islava 3 Goals of The Paper

able. The stochastic approach to nonlinear timeeser . . . .
that can fit nonlinear models to time series dagsw NS paper is dedicated to functional employment of
developed [Tong, 1990]. the machine learning and regression algorithmshen t

However, since almost all measured phenomena ar;@#mvar_iatf regression type hOf preldic_tionf %roblems
nonlinear, the linear modeling methods are ofteapin € ma'ﬁ ocus 'IIS spenglon tde analysis o Itl € %}ne
propriate to describe their behavior. This is theson ~@PpProach to similar problem domains as well ashen t

why many nonlinear methods have become widelytilization of real data in the designed and depetb
utilized. More recently, machine learning technigue Predictive methodology. The combination of more
(mainly neural networks) have been studied as an amethods.o.n the same problem is also discussed.
ternative to these nonlinear model-driven approache _1n€ utility companies usually collect large amount
The process of constructing the relationships betwe ©f data only a part of which is useful for the pirgbn

the inputs and output variables is addressed bypicer PUrPOses. Data has to be preprocessed in ordee-to d
general-purpose 'learning’ algorithms. fine the appropriate, suitable and relevant ingtrita

Neural networks represent an attractive approach fg!t€s and consequently to reduce the amount of data.

time series prediction problems [Casdagli and Ekban | N€ original data might be also not directly useful
1992], [Drossu and Obradovic, 1996], [Thiesing andthe prediction purposes since they need to be {rans
Vornberger, 1997] and [Street, 1998]. Neural neksor fOFm_ed f_rom the temporal point of View, €.9., the
can construct approximations for unknown functign b °riginal time scale does not fit the requiremeritshe



task being solved. The needs for the data prepseceson modeling itself. The initial phases of the datim-
ing and processing lead to the development of geno ing can cost up to 80 % time spent on the project.
data (pre)processing methodology that can prodesst There are two main objectives for the preparatibn o
input data structures into a problem oriented datalata: organize the data into a standard form that i
structure (it is later called meta-record). Sucprab- ready for processing by the prediction algorithmsl a
lem oriented data structure can reflect particnkeeds prepare features that lead to the best predictee p
of the problem that is being solved. formance. It seems to be comparatively straightfor-
There are many predictive algorithms available. Thevard to specify the standard form of data orgamirat
motivation is always to find the best one for ther-p  On the other hand, it is much harder to generale
ticular needs. Every predictive algorithm requir@s cepts for composing the most predictive featuress |
different method of data preprocessing. That is why usually supported by domain knowledge.
special algorithm related data structure was design
as the last data processing step. The paper desusg#.1 Data Structures
algorithms that are based on statistical model wans The main issue of data processing is data collactio
tion as well as algorithms that are based on the maand problem definition with respect to collecteghin
chine learning principles. The algorithms are com-data. A multivariate time series is a set of obations
pared not only from the performance perspective bupn the objects over the time period. These obsimst
also from the time strenuousness point of view. Theyre usually assumed to be performed at regular-inte
initial configurations and the maintenance of thgoa  vals—sampled by time frames. Time frame is the

rithms are also important issues. o smallest time period that is considered within tagk
One of the main motivations of the predictive meth-definition. The main feature of time series datahiat

odology is to integrate the data preprocessing andata is correlated.

processing (data management) together with several The main interest of this chapter is to specifyiava
predictive algorithms. Such a system can offereaifl  aple data structures describing possible taskseto b
ble solution for multivariate regression time serie golved and to predefine a scale of possible desired

predictions. The final solution is always definesl@ puts and outputs for an individual predictor. Ther
combination of individual predictors that are inte- a|| data flow is shown in Figure 1.

grated together.
The expected novelty of the presented approach i
in: Raw input data — Meta Record [  Records
e Organization of data into specific data manage-
ment structures permitting transformations in the
time scale, data compression, data filtering and Figure 1 Data flow

custom data processing. Three different data structures are recognizedchén t
 Design of techniques of flexible transformations of System:

data structures with respect to the predictiongask < raw input datarepresenting system inputs,
at hand. .

meta-record representing the problem definition
« Integration of data management structure with sev- and
eral predictive algorithms into the predictive meth

recordsrepresenting data sets adjusted with respect
odology process.

to needs of individual predictors.

» Application of a weighted combination of predic- Raw input datafile consists of the smallest input
tors, the combination is carried out by a meta-units corresponding to the shortest regarded time p
predictor. riod (frames), the smallest unit with respect te ttata

sampling and storage. The purpose of the raw input
data is to provide a representation that is idahtic is
4 Data Management very close to the data that is sampled from theéesys
The various tools available differ in their cogm&i Raw input data are represented as a rectangulaixmat
basis, the expressiveness of the language in wihieh columns correspond to individual attributes, rows-c
resulting knowledge is represented and implememniati tain individual cases.
details, including the assumed format of the ingata. Meta-recordrepresents data structure corresponding
The gap between the format of data as stored in th# the main transformation step between the rawtinp
data sources and that required by newly developedata and the data provided to individual predictors
data mining algorithms must be bridged before thes&@hey are introduced by the application of thians-
tools can be leveraged to their full potential. i$a formation functionsto the raw input data. The meta-
forming this data into a format appropriate for mtn  record defines structure of a feature vector which
is a key (and often very time consuming) phasehef t transformed subset appears on the input of thégpart
data mining process called data preprocessing.tiPraclar predictor. Meta-record represents a sorfeature-
cal experience from data mining projects [Pyle, 999 results pool This pool can include all the features as
confirms that more manual and routine effort is-usuwell as partial results available at the given mome
ally spent on data management and preprocessimg thd he meta-record can be understood as means for data



storage, integration of inputs and outputs. It juleg a Time transformatiordefines namely the basic time
niche for several processing iterations when thst pa period that is represented by a single meta-record.
prediction output is used on the input of the follog  They are used to transform raw input data timetattr
predictor. It can be used for visualization of dated utes into meta-record problem oriented time attelu
results as well as for data analysis. Generallgreh The modified timedefinition is introduced via new
can be more meta-records derived from the same ratime attributes MT, ..., MT,. They are made as selec-
data file. tion or simple transformation of the original tinag¢-
There are four basic data types distinguished amontgibutes T, ..., T;. The transformations can change
meta-record data: time related attributes, attgbut both time period and scale (granularity).
representing problem inputs (based on raw data), at The second type of the transformation functions im-
tributes representing problem desired outputs (agaiplementstransformation of valued datarhe transfor-
based on raw data) and attributes representingutaitp mation is either applied between the originally sam
of the individual predictors (generated by the jjced pled variables and the meta-record attributes (tksho
tors). Time related attributeslefine the sequence of a as raw input data- meta-record transformation) or
time series. Time identification can consist of mor between the meta-record and individual predictors
than one attribute (for example day, month, year)(denoted as meta-record> record transformation).
There is always amtomic time attributethat corre- The proposed methodology implements a rich set of
sponds to the smallest time unit. Other time atitiels unary (scaling, power, etc.) binary (addition, pEere
are sequentially based on the atomic time attrilfice  age difference, etc.) and vector (maximum, sum,) etc
example a day consists of 24 hours). Accordingrt@t transformations whose description is beyond thepeco
attributes, missing cases are also recognizedimé t of this paper. Their detailed description can benfib
attributes are missing or they are not importamnth in [Kout, 2003]. The Figure 2 illustrates the idee-
the default time series can be defined as a segueihc hind of time and attribute transformations—timelsca
integer numbers. is changed during the time transformation, vector a
Recordselects some of the features available in thdribute transformations with differenbaselinesare
project meta-record, additional predictor-relatehs- also applied.
formations can be applied. Normalization is a tgpic
example. There are no time attributes allowed i@ th4.3 Data Filters
records. The output of a predictor is automaticallypata filters are designed in order to extract awttim
passed to meta-record via the inverse transformatiocally only a specific part of all the available dat
function (for validation, comparison and futureli@d-  Their application is namely expected when transform
tion by the meta-predictor). ing meta-record structure into the record structure
. . Each filter is defined by the parametdisld (attrib-
4.2 Transformation Functions ute), condition(is more than, is between, is outside of,
The goal of transformation functions is to guaranée etc.) andvalues(parameter values for the condition). It
comfortable and fast transition between the rawinp is possible to combine more filters together vigital
data representation and the meta-record repreg@mtat connections — conjunction (AND), disjunction (OR)
as well as between the meta-record representatidn a and negation (NOT). For example, the fil{@remp <
the record representation. Transformation functiondO0 AND Season <> 2, 3yill select all records that
enable to integrate the data from several conseeuti have its temperature lower than 10 and season fom
frames into a single record. They are also used tto 3. Filters are mainly used to prepare local dataa
combine several attributes into a new derivedlatte.  predictor that can create a local model.
Transformation functions are also able to defimeeti
sequence within the meta-record definition.

Figure 2 Time and value transformations betweendata (left side) and meta-record (right side)
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5 Predictive Methodology

The data management methodology and predictive
algorithms are integrated into the final solutidrhis
solution can be generally applied to those problems
whose data contain a time sequence. Original data c

4.4 Model Ensembles

The instability of a prediction method refers toeth
sensitivity of the final model to small changestire
training set with regard to the prediction accurady
the model. Small changes in the learning set mag le ing an original time sequence are used as infarts
to large changes in the prediction performance. Ar{%' gd fi .t.'g' f :j.ff qtu dicti ut K (') i
approach to overcome the instability problem is to € deninition of ditterent prediction tasks. Lmgl
construct multiple models and combine them to makéj"‘lta 1S alsp l.Jsed. to redefine a time sequence dnto
up the final model. There exist three commonly used"Ore descriptive time séquence.
methods for constructing ensembles of classifiers
boosting, bagging and stacking. . Meta
Generally, the regression tasks represent a tag pepg | i Record
group suitable for similar combinations. They can ; ;
benefit from three basic effects brought by thisnbd- T EIEE
nation. The first one is compensation of errorsihgv
different signs. Having two or more predictive mtsje

: . Singular Val Neural
the final error of the meta-predictor can be deseea o'é‘.?;’..f’p'o.ﬁiﬂf. Networks
i i AL NI = -
by mutual compensation of the fractional errorghef MV AV

predicts 10% less than the real value is, the stooe

I
individual predictive models (e.g., the first moelul !
6% more — the final error is only 2% provided that |

1
1
..
1
g Decision 1 Predictor
Eg- : H

final prediction makes average of the fractionadic- w 2w 5w SRR TR P O W R n

tions_). _The second effect bri_ngs limitation of_e»me

prediction errors (e.g., the first module predit% Figure 3 - The final predictive methodology

less than the real value is, the second one 50%-es . ) .

the final error is 30% provided that final predasti The predictive methodology is described as a proc-

makes average of the fractional predictions, whicheSS that is followed when a new particular preuti
means that the extreme error 50% is avoided in thEaSK is being solved. The description takes cariima
least). The third positive effect asks for a more-p Of data processing and the configuration of indiitl
found construction of the meta-predictor. The metaPredictors. Each predictor is in some sense unanue
predictor that evaluates comparative advantagaheof that is why special attention should be dedicated t
individual predictors can employ their comparative€Very Ppredictor individually. The predictive proses
advantages in the situations that bring the besetie  can be summarized into the following steps: deimit
to the performance of the overall system. This ap®f inputs, problem definition, configuration of jlie-
proach relies on the construction of local modefs otors and me_tajpredlctor .con_flgurauon. The overall
individual predictors. methodology is illustrated in Figure 3.

The overall solution proposed and implemented here The main _aO_'V?”tage of the proposed predictive
relies on a combination of multiple predictors with Mmethodology is in:
different types of learning strategies. It mearest tine » applicability of the same input data structure to
heterogeneous learning algorithms represent diftere various problems,
types of modeling functions. The meta-predictothie redefinition of the time sequence according to pre-
predictor that integrates all individual result$oirone e 1€ Seq glop
result that corresponds to the output of the oVesys- dictive needs of a utility company to solve a prob-
tem. First, it can be implemented directly withimet lem,
meta-record as simple transformation function degli  « flexible attribute transformations and data filteyj
with the outputs of the individual predictors (aag+ . i .
ing, weighted average, combinations of weighting an reusablllt_y of the co_nflgured so_Iut_lon structures
filtering). Second, an arbitrary predictor can be s and predictors for a different prediction task.
lected as meta-learner dealing with the outputshef
individual predictors (this scheme represents eauiv 6  Conclusion
lent of stacking of classifiers).

The overall system currently consists of severa
relatively independent predictors. Each of sub4init
put in use a different predictor — the neural nekso
(NN), the linear regression (REG), the support wect
machines (SVM). The case-based reasoning (CBR

redictor is being implemented now. As the prediti L ! X
Fnethodology is ?he rFr)wain issue of the paperp thé- ind Originally, it was motivated by problems that are

vidual predictors are not discussed here, detaitshe common for utility companies. The developed three-
found in [Kout, 2003], [Klema, 2002] ' level data management framework (raw data, meta-

record, records) was tailored to the predictionvafi-

IPrecise, relevant and up-to-date prediction is bgig
more and more important in many different areas. It
can help make appropriate decisions in order toi-min
mize harmful effects of possible problems as wslt@
aximize profit and customers’ satisfaction. Thegra
focused on the prediction of multivariate tinegiss.



ous distributed commodities such as water, gag-ele trol, Ed. Englewood Cliffs: Prentice Hall, 3rd edi-
tricity, sewage and others. Nevertheless, the nietho tion, 1994.

ology can be generally employed for any time serie§casdagli and Eubank, 1992] Casdagli M., Eubank S.:
regression problem or regression problt_ams in génera ~ Nonlinear Modelling and ForecastingReading MA,
The described data management brings the follow- Addison-Wesley, 1992.

ing benefits: data compression, data filtering,bbemn ) ,
definition separated from preprocessing of indietlu [Drossu and Obradovic, 1996] Drossu R., Obradovic

predictors, special built-in transformations or idef Z.: Rapid Design of Neural Networks for Time Series
tion of meta-predictor. Data compression is achieve Prediction Washington State University, IEEE
by the transformation of the raw input data filéoithe Computational Science and Engineering, 1996.
meta-record data structure. There are two mainoreas [Friedman, 1991] Friedman JMultivariate adaptive
for doing that. First, the original data structwan be regression splingsAnnals of Statistics, 19: 1-142,

sampled with higher frequency than is desired. The 1991.
data management would be complicated to process t
prediction on the original data. Moreover, the nemb
ofdcaseds czlfhproblem-ome_r(\jted glata %af‘ be ((jjrarrlatl((:jal Czech Technical University FEE, Department of
reduced. 1nis can considerably aid In understanding oo netics, The Gerstner Laboratory, 2002.

the data. The second issue of the data compression o

that some attributes can be joined together ortechit [Kout and Klema, 1999] Kout J., Klema Prediction
The original data size can be radically reducedtaDa ©0f Gas Consumptignin: Systems Integration '99,
filtering can help to get rid of suspicious valuibst Prague University of Economy, 1999, pp. 119-128.
are likely to be incorrect. Besides it helps tous®n ISBN 80-7079-059-8, 1999.

the most relevant cases in various phases of mugleli [Kout, 2003] Kout, J.:Predictive Methodology for
These local models can definitely improve system pe  Utility Companies[PhD Thesis]. Prague: CTU FEE,
formance as well. Moreover the prediction system ca Department of Cybernetics, The Gerstner Lab, 106
be tuned for the most critical situations indivitlya p., 2003.

Special built-in transformations speed up the poepr

essing and improve the data processing scheme (e. Msu(l:lﬁcr)”fct) il'élgggr]nmglrleénKj' Svn;0|rzliikA\./’P$eadti:CtihnG”
there are added special built-in features that stpp Time Sperie.,s with %uppart F\)/ector“ Machi?ﬂes

calendar-based attributes including their irregtiles, . .
arbitrary time aggregates can be derived immedijatel ICANN'97, pages 999-1004. Springer, 1997.

The meta-predictor brings more robustness and prdNg, 1996] Ng K.: An experimental comparison of
cision to the prediction process. Experimental ligsu  stacking, bagging, boosting for combining ensembles
in several practical domains support the theorética of radial bias classifiersTerm Project 9.520, Spo-
assumption of the effectiveness of a combination of ken Language Systems Group, Laboratory for Com-
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1999], [Klema, 2002]. If compared with classifiaati ogy, 1996.
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possible to employ mathematical operations on nu-
merical output values which can combine results ofStreet, 1998] Street NA Neural Network Model for

several predictors. A relatively simple meta-préalic PrognostiC_Prediction O_klahoma State _University,
improves the system performance in terms of maxi- In Proceedings of the Fifteenth International Confe
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